**Расчетное задание I-II по математической статистике**

**Рофикул Ал Масуд**

**21214**
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# 

# **Часть I. Оценивание параметров**

**Пусть ![](data:image/x-wmf;base64,183GmgAAAAAAAAAKYAIACQAAAABxVgEACQAAA+wBAAACAKYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAgAKEwAAACYGDwAcAP////8AAE0AEAAAAMD///+3////wAkAABcCAAALAAAAJgYPAAwATWF0aFR5cGUAAGAABQAAAAkCAAAAAgUAAAAUAhQCfgEcAAAA+wLd/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4At8XHd8DFx3cgwMp3AAAwAAQAAAAtAQAACgAAADIKAAAAAAIAAAAxMtwCRgIFAAAAFAKgASkCHAAAAPsCQP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuALfFx3fAxcd3IMDKdwAAMAAEAAAALQEBAAQAAADwAQAAEAAAADIKAAAAAAYAAAAsLC4uLizyAoAAcABwAHAAgAMFAAAAFAIUAhwJHAAAAPsC3f4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuALfFx3fAxcd3IMDKdwAAMAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABuMkYCBQAAABQCoAFcABwAAAD7AkD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgC3xcd3wMXHdyDAyncAADAABAAAAC0BAQAEAAAA8AEAAAwAAAAyCgAAAAADAAAAWFhYkrwCwgSAA6YAAAAmBg8AQQFNYXRoVHlwZVVVNQEFAQAFAERTTVQ1AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCFPRl9FX0Fg9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAAIAAgABAQEAAwABAAQAAAoBAAIAg1gAAwAbAAALAQACAIgxAAABAQAKAgCCLAACAJgE7wIAg1gAAwAbAAALAQACAIgyAAABAQAKAgCCLAACAJgC7wIAgi4AAgCCLgACAIIuAAIAgiwAAgCYBO8CAINYAAMAGwAACwEAAgCDbgAAAQEAAAAACwAAACYGDwAMAP////8BAAAAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAAAAKACEAigEAAAAAAAAAAIjkEgC5wcd3BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) – выборка из заданного в соответствии с вариантом закона распределения.**

**1.1. Найти числовые характеристики заданной модели:**

* 1. **математическое ожидание;**
  2. **дисперсию.**

**1.2. Найти точечную оценку неизвестного параметра ![](data:image/x-wmf;base64,183GmgAAAAAAAGAB4AEBCQAAAACQXgEACQAAAxUBAAACAHAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAWABEwAAACYGDwAcAP////8AAE0AEAAAAMD////X////IAEAALcBAAALAAAAJgYPAAwATWF0aFR5cGUAADAABQAAAAkCAAAAAgUAAAAUAoABMgAcAAAA+wJA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAd0AAAADsCAqmt8XHd8DFx3cgwMp3AAAwAAQAAAAtAQAACQAAADIKAAAAAAEAAABxeYADcAAAACYGDwDWAE1hdGhUeXBlVVXKAAUBAAUARFNNVDUAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIU9GX0VfQWD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgIAAgACAAEBAQADAAEABAAACgEAAgSEuANxAAALAAAAJgYPAAwA/////wEAAAAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAD/////iOQSALnBx3cEAAAALQEBAAQAAADwAQAAAwAAAAAA) по методу максимального правдоподобия или методу моментов.**

**1.3. Построить асимптотический доверительный интервал для ![](data:image/x-wmf;base64,183GmgAAAAAAAGAB4AEBCQAAAACQXgEACQAAAxUBAAACAHAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAWABEwAAACYGDwAcAP////8AAE0AEAAAAMD////X////IAEAALcBAAALAAAAJgYPAAwATWF0aFR5cGUAADAABQAAAAkCAAAAAgUAAAAUAoABMgAcAAAA+wJA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAd0AAAADsCAqmt8XHd8DFx3cgwMp3AAAwAAQAAAAtAQAACQAAADIKAAAAAAEAAABxeYADcAAAACYGDwDWAE1hdGhUeXBlVVXKAAUBAAUARFNNVDUAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIU9GX0VfQWD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgIAAgACAAEBAQADAAEABAAACgEAAgSEuANxAAALAAAAJgYPAAwA/////wEAAAAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAD/////iOQSALnBx3cEAAAALQEBAAQAAADwAQAAAwAAAAAA).**

**1.1** Функция нормального распределения имеет вид: .

Математическое ожидание найдём по формуле: .

.

При вычислении использовали следствие из интеграла Гаусса: .

Дисперсию найдём по формуле: .

.

При вычислении использовали следствие из интеграла Гаусса: .

Ответ: ;

.

**1.2** Точечную оценку неизвестного параметра найдём по методу максимального правдоподобия.

Функция нормального распределения имеет вид: .

Функционал правдоподобия: , а логарифмическая функция правдоподобия равна:

.

Тогда: и .

Необходимые условия экстремума дают систему двух уравнений:

Решая систему, получим оценки: , где ![](data:image/x-wmf;base64,183GmgAAAAAAAAACAAICCQAAAAATXgEACQAAAzkBAAAEAHIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAgACEwAAACYGDwAcAP////8AAE0AEAAAAMD///+9////wAEAAL0BAAALAAAAJgYPAAwATWF0aFR5cGUAACAACAAAAPoCAAAWAAAAAAAAAgQAAAAtAQAABQAAABQCTgCoAAUAAAATAk4AiAEFAAAACQIAAAACBQAAABQCwAFcABwAAAD7AkD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCcG8h3pRvIdyDAyncAADAABAAAAC0BAQAJAAAAMgoAAAAAAQAAAFh5gANyAAAAJgYPANkATWF0aFR5cGVVVc0ABQEABQBEU01UNQABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghT0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAYNYAAYAEQAAAAALAAAAJgYPAAwA/////wEAAAAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAD/////WOYSACgZyHcEAAAALQEDAAQAAADwAQEAAwAAAAAA)– среднее выборочное значение, – выборочная дисперсия.

Найдём вторые производные логарифмической функции правдоподобия:

,

.

Проверим знаки вторых производных при :

,

.

Таким образом, при функция правдоподобия достигает максимума.

Ответ: :

.

**1.3** Асимптотический доверительный интервал найдём по формуле:

.

,

,

; .

;

.

Получили: – асимптотически кратчайший γ-доверительный интервал для математического ожидания.

;

.

Получили: – асимптотически кратчайший γ-доверительный интервал для дисперсии.

Ответ: ;

.